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Model-Based Reproduction of Articulatory

Trajectories for Consonant-Vowel Sequences

Peter Birkholz*, Bernd J. Kroger and Christiane Neuscea&fube

Abstract

We present a novel quantitative model for the generationrtdudatory trajectories based on the
concept of sequential target approximation. The model wadied for the detailed reproduction of
movements in repeated consonant-vowel syllables measyretectromagnetic articulography (EMA).
The trajectories for the constrictor (lower lip, tongue typ tongue dorsum) and the jaw were reproduced.
Thereby, we tested the following hypotheses about invagaoperties of articulatory commands: (a)
The target of the primary articulator for a consonant is ifarg with respect to phonetic context, stress
and speaking rate. (b) Vowel targets are invariant with eespo speaking rate and stress. (c) The
onsets of articulatory commands for the jaw and the corstrigzre synchronized. Our results in terms
of high-quality matches between observed and model-gtsteteajectories support these hypotheses.
The findings of this study can be applied to the developmembatrol models for articulatory speech

synthesis.
EDICS Category: SPE-SPRD

[. INTRODUCTION
A. Motivation and background

A model for the generation of articulatory movements is apanant part of systems for articulatory

speech synthesis. Such a model should be able to reproduealabservable movements under different
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conditions, for example varying speaking rates and stmaxd. It should have as few degrees of freedom
as possible, but as many as necessary to explain observeshmants. Ideally, the degrees of freedom
should be related to the phonetic structure of an utterag@eeently, no such model exists. In the present
study, we propose a dynamical model for articulation and ssess, how many degrees of freedom are
needed for detailed reproductions of repeated consormmthsyllables. The corpus contained utterances
at normal and slow speaking rate, stressed and unstreseldles; and bilabial, alveolar, and dorsal

consonants.

B. Related work

Many studies on the synthesis of articulatory trajectodes based on the idea that the movement of
an articulator is realized by either the interpolation oe #symptotic approximation of a sequence of
spatial target positions. Typically, one target per phoaésnassumed.

A triphone model for the generation of movements using paktion between successive target
positions was proposed by Okadome et al. [1]. In this mode, inmediate neighbors of a phone
in a sequence influence the target positions and velocifidseaarticulators of the current phone. Third-
order polynomials are used to interpolate the articulatoajectories between two phones. According to
the authors, the model is restricted to the prediction oEspanovements at a normal speaking rate. It
cannot account for articulatory reduction that is obsenub@n the speaking rate increases. Blackburn
and Young [2] proposed a different model based on targetgaotation. In this model, target positions
are not fixed for a given context, but they are representedrolggbility density functions. In this way,
it was tried to predict observed positional variability ratly due to phonetic context, but also due to
speaking rate. Standard linear interpolation betweenatgets was used to generate the trajectories.

In contrast to models that interpolate between targetgetaapproximation models define targets
as asymptotic position values (e.g. [3], [4]). This categimcludes for example gesture-based speech
production models [5]-[7]. Prom-on et al. [8] showed that paly supraglottal articulation, but also
fundamental frequency curves can be effectively modelethiget approximation. Also the Equilibrium
Point Hypothesis of motor control [9] resembles the idea afy¢t approximation. The hypothesis
suggests that movements arise from shifts in the equilibrjpositions of the limbs or the speech
articulators. In this framework, the equilibrium positioare the targets. Perrier et al. [10], [11] applied the
hypothesis to speech motor control and proposed that piselinear control signals for the equilibrium
points underlie articulatory trajectories. Target apjoration models are not only considered for speech

production, but also for speech recognition [12]-[15]. fhee used to impose constraints on the dynamics
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of acoustic or articulatory features in an attempt to imprtive performance of speech recognizers.

Target approximation models differ mainly with regard te tjuestion, to what degree the targets are
influenced by phonetic context and prosody. In his earlyystudvowel reduction, Lindblom [16] found
asymptotic (acoustic) vowel targets that are invarianthwdspect to consonantal context and duration. The
observed acoustic variability of vowels was explained asirrgtershoot of these targets when the vowel
duration was too short to reach the asymptotic values. Irtrasty Perkell et al. [17] found evidence
that target specifications are modified by prosodic influsrened reduction. In the same line, Wei et
al. [18] and Dang et al. [19] proposed a carrier model of ¢oaldtion, where targets are influenced by
the phonetic context.

In contrast to target approximation models, Bouabana anddsld20] raised the idea to reproduce
articulatory position trajectories using time-invaridirtear second-order systems excited by impulse
trains. However, the authors admitted that it was difficaldetermine the number of impulses needed
to adequately synthesize the observed movements, alsaidwethe impulses had no relation to the
phonetic structure. In consequence, they proposed thatatans of the systems by rectangular time
functions could be more appropriate than series of impulBestangular time functions would be
equivalent to sequences of spatial targets and therefeeantade the idea of target approximation. Ogata
and Sonoda [21], [22] used impulse trains exciting lineateys to reproduce the velocity trajectories
of articulators as opposed to position trajectories. This,well, implicitly corresponds to the target
approximation concept.

With regard to the location of targets, there is evidence ginemary articulators of stop consonants
have targets that lie beyond the positions that they caraligteach [23]-[26]. These targets are referred
to asvirtual targets. For example, the tongue tip target for [t] and tmgte dorsum target for [k] can be
assumed somewhere above the palatal wall in the nose celitgn a constrictor, starting from a vowel
position, tries to reach its virtual target for a stop coratnits velocity will be high at the time when
it hits the vocal tract walls, and is then suddenly stoppedhgy collision. This is the typical pattern
of natural constrictor movements observed in stop condsridii]. In contrast, target-based transitions
between successive vowels are rather smooth, becausetithdators are not suddenly decelerated by
collisions with the vocal tract walls. Using virtual targethis difference between smooth and abrupt
transitions can be elegantly modeled.

The dynamics of articulators in target approximation medee traditionally modeled by linear second-
order systems in analogy to damped spring-mass system§g/[6]11], [28]. Usually, the systems are

assumed to be critically damped to avoid an overshoot of #nget positions. However, Kroger et
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Fig. 1. (a) Sequence of target positions for an articulatidh wne target per phone. [ [Cz], and [G] are targets for
consonants that generate closing gestures, andl ddd [V2] are targets for vowels that generate opening gesturesTl{b)

articulatory trajectory produced by the target signal in (a

al. [6] noted that natural articulatory trajectories catnpe fitted with high accuracy, when time-invariant
critically damped second-order systems are excited wip $inctions. To achieve better fits, Kroger
et al. introduced a force function that smoothly varies tiistein parameters during the interval of a
target (gesture), making it a time-variant system. An aHéve is to use linear transitions between the
target positions instead of stepwise changes, as by Pefrial. [11]. The drawback of both methods
is that they introduce additional degrees of freedom in tlweament specification. In contrast, Ogata
and Sonoda [21], [22] proposed to model articulatory dymamvith higher-order dynamical systems,
inspired by Milsum [29]. They allow to reproduce certain@ratory trajectories with high accuracy and
few degrees of freedom in the movement specification.
In this study, we combine the idea of target approximatiothvein effective dynamical system for

articulators to generate detailed reproductions of olesknaovements.

Il. MODEL DESCRIPTION

Before we go into mathematical details, we start with a sbedrview of the model. Basically, the
trajectory of an articulator along a spatial coordinatesdagiassumed to be the output of a time-variant
dynamical system. The input to the system is a sequence oh@elic target positions, where each

phone or gesture defines one target for a given time slices,Tthe input signal is divided up into
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sections for discrete phonetic units. The boundaries latvike sections are characterized by stepwise
changes of the target position. Figure 1 (a) illustrates ssibte input function for successive opening
and closing gestures of an articulator. The dynamical syste an articulator has the effect of a low-
pass filter. Therefore, the stepwise changes between thetdafor different phones are translated into
smooth changes of the actual articulator positions. Fidu¢e) shows the articulator position signal for
the input signal depicted in Fig. 1 (a). The dynamical syshes one parameter, the time constarthat
controls how fast the system output approximates the ilpuhe proposed model, the time constant is
assumed to remain constant within the time slice for a phbueis allowed to vary from one time slice
to the next. Hence, the movement of an articulator towardsget is specified by the target position and
the time constant. The target and the associated time curbt control the realization of a phone or
gesture will be referred to aaticulatory commandEach command has an onset time where it starts to
take control of an articulator. It keeps the control unti thext command begins.

The described ideas resemble the target approximation Immndeu [3], who applied it for the
reproduction of Fy contours and motivated its application for the control oprsglottal articulation.
In the following, we present a quantitative formulation bétmodel. The dynamical system we propose
in this framework is based on the studies by Ogata and Sor&ida[R2]. The basic idea is to describe
the dynamics of an articulator by a cascade of several icanfirst-order linear systems. The transfer
function of such a system is

Y (s) 1

HE) = X6 = Trs™ M

wheres is the complex frequency, is the time constant, an¥ is the order of the system. In agreement

with Ogata and Sonoda [21], we sEt= 10. A tenth-order system reproduces very well the bell-shaped
velocity profiles observed in natural directed movementsfep functions as input. For lower orders, the
velocity profiles would become progressively asymmetrarad would not allow detailed reproductions
of observed movements. For higher-order models, the dedawden the input and output signals would
become very high. A tenth-order model has a reaction timeoo§hly 50-100 ms, which corresponds
to measured delays between the onsets of muscle activitdicdlatory motion [30], [31].

The only free parameter of the system defined by Eq. (1) isithe tonstantr. For the proposed
model, we assume that remains constant during a command, but may vary between omenand
and another. Hence, the dynamical system is time-invadamig one command, but not across the
boundaries between commands.

We now derive the time-functiop(¢) of an articulator position within the time slice of a command
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Fig. 2. Response of the proposed dynamical system to a seguEnwo articulatory commands that control the vertical
position of the jaw, for example. The onsets of the commandsnaarked with (1) and (2). The targets associated with the
commands are drawn as horizontal dotted lines. The two comsnaan be interpreted as an opening gesture followed by a

closing gesture. The solid lines show the resulting arditarly trajectories for three different time constants effitst command.

y(t) is the response of the system (1) to an input sigr{a). To obtain the input-output relations in the

time domain, we rewrite Eq. (1) as
Y(9)[(1+57)"] = X(s) )
and apply the correspondences
X(s) e—o z(t)
s'Y (s) e—o di/dt! y(t).

This results in the following differential equation fgft):

N\ ~v oy (NY N1 (v—1) N\ (o) _
<O>Ty + )T +...+ Ny = 3

Here, () denotes the binomial coefficient and) the ith derivative ofy with respect to time. Solving

the equation fory(t) yields
y(t) = (co+ cit + ... +en_1tN e T 4 b, (4)

whereb = z(t) is the constant input signal (target position) of the comandrhe coefficients; depend
on the initial conditions at the onset of the command. Theyltefrom the continuity constraints that
we require fory(t) and itsN — 1 derivatives at the boundary between two commands. Hey{¢ceand
its derivatives at the offset of a command determine thefioisits ¢; for the next command.

The required equations are summarized in the following. et N — 1 anda = —1/7. Then, the

n-th derivative ofy(¢) can be written as
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J ) =y [ ( ) <z L )] ©
= k) \iz (i — k)
forn=1... M. Re-sorting the terms in Eq. (5) yields
i (n)
y(n) (t) — eat Zthzn (6)
i=0
with (M i)
. min —1,n . n k? + i '
=% ’f(k)cm—( L0 @

Equations (4) and (6) can be used to determijft¢ and the derivatives? (¢) ...y(*)(t) at the offset of

a command. These values are taken as the start valuggtfoand its derivatives in the next command
interval. In this way, the system state at the offset of onmroand is transferred to the next. When
we assume that the local time starts with- 0 in each command interval, the coefficiemts .. ¢y, for

Eq. (4) can be calculated as
co = y(0)—>b

cn = (y(")(O) —nz_:lcia”_i (?)z') /n!
=0

For a quantitative example of the proposed model, consluercontrol of the vertical jaw position

forn=1... M.

depicted in Fig. 2. The input to the model are two articulatmymmands for the realization of an opening
gesture and a closing gesture. The targets associatedheitbommands are drawn as horizontal dotted
lines, and the onsets of the commands are marked with (1) @ndlje solid lines are the articulatory
trajectories, i.ey(t), for three different values for the time constant of the foesmmand. The initial
position of the articulator and the time constant of the sdcoommand is equal for all three cases.
The trajectories highlight the following properties of thdel: the delay between the onset time of a
command and the resulting movement; the inverse relatibndam the time constant and the articulator
velocity; the undershoot of a target depending on the condnolamation and the time constant.

Up to here, the model is well suited to reproduce the smodibutatory transitions between vowel
targets. However, as discussed before, the constrictactosy in the vicinity of a stop consonant is
usually not smooth. For example, when the tongue tip appesmthe (virtual) target for an alveolar
stop consonant, it will be suddenly decelerated when it thiés vocal tract walls at some positian

on its way. To model this collision behavigy(t) is set toy, during the closure interval. This clipping
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Fig. 3. Two-dimensional trajectories of the transducetsctor the sequencénana'nana] at normal speaking rate. The first
principal component of each trajectory is drawn as dotted.lThe length of each line is four times the standard deviabf
the data along the corresponding principal component. fitok black line shows a part of the palatal outline.

introduces points of discontinuity in the trajectory of #anstrictor at the onset and offset of the closure,
rendering the model non-linear.

In the present study, the onset and offset times of consahalisures were estimated from the
speech waveforms, which were recorded together with theudatory trajectories. The onset and offset
of consonantal closures typically results in distinct apesiin the speech waveform that can be easily
identified. The measured positions of a primary articulatothese points in time was used to determine
yo. However, when the proposed model is applied to contrat@etors in the framework of a vocal tract
model, the clipping of the trajectories must be handled blision detection between the articulators

and the vocal tract walls.

[1l. EXPERIMENTS

The articulatory commands introduced above cannot bettlirebserved. However, using an analysis-
by-synthesis approach, command sequences can be founddate model-based articulator trajectories
that closely match measured trajectories. This sectiosents two analysis-by-synthesis experiments for
different presumptions about the command parameters.

Initial experiments showed that different command segesrean produce equally detailed fits of
measured trajectories, when all command parameters caarteelindependently. A major cause for this
non-uniqueness of the solutions is the inter-relation ketwthe target position and the time constant of

a command. Within certain limits, the effect of a change @& ¢festural target for an articulator on the
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trajectory can be compensated by a change of the time canBamexample, the slope or peak velocity
of an opening gesture for some articulator can be kept cohsthen the target position is lowered and
the time constant is increased correspondingly. This bHgimeans that the proposed model has more
degrees of freedom than needed to reproduce observedladigutrajectories. In the two experiments
described below, we tested different assumptions abouwrtiwilatory commands that effectively reduced
the degrees of freedom.

The trajectories that we chose for the model-based reptimhsovere that of the jaw and the constrictor
(tongue tip, tongue dorsum, lower lip) in repeated constmawel syllables. In this way, we tested the
model for the reproduction of trajectories with discontiias, i.e. constrictor trajectories, and those

without discontinuities, i.e. jaw trajectories.

A. Data

One female subject produced on€YCV'CVCV]-sequence (C=consonant, V=vowel) for each combi-
nation of the vowelq/a/, /¢/, /e/. o/, [3/, |8/, /ee/} with the consonant§/m/, /n/, /y/} at both normal
and slow speaking rate [32]. The slow sequences were prddesgmecially clear (hyperarticulated). All
sequences were spoken with secondary stress on the fiedlsydind primary stress on the third syllable.

Articulatory trajectories were recorded by means of etentignetic articulography at a sampling rate
of 200 Hz (EMA, AG100, Carstens Medizinelektronik 2002). Aiker-window low-pass FIR filter with a
passband from 0 to 50 Hz, a transition bandwidth of 20 Hz, astdpband attenuation of 50 dB was used
to reduce the measurement noise in the trajectories. Threntustudy considered the two-dimensional
trajectories of transducer coils attached to the uppeldiper lip, lower jaw (below the lower incisors),
tongue tip and tongue dorsum. In synchrony with the kinernaéasurements, the acoustic signal was
recorded at a sampling rate of 16 kHz. The recording§ g ngng] and [ neence'ncence] at the slow

speaking rate were incomplete and therefore excluded franmexperiments.

B. Preprocessing and Labeling

In each sequence, we marked the beginning and the end ofdbkerelphase of each consonant by
visual inspection of the acoustic signal. The waveform ot the nasal consonants could be well
identified and distinguished from the adjacent vowels. lkarrhore, we defined the time interval to be
used for the analysis and trajectory reproductions in eacfuence. The beginning of the interval was

set to the end of the first consonantal closure, and the enlgeohterval was set roughly to the middle
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Fig. 4. Time-signals of the positions, velocities, and mjeation weights (cf. Eq. 9) of the tongue tip and the jaw ie th
sequencd nana'nana] at normal speaking rate. The dashed rectangular time @nxthow the targets for the opening and
closing gestures for both articulators. The smooth soliddishow the recorded position and velocity signals of thgue tip
and jaw. The smooth dashed lines show their model-baseddegtions. During the closure intervals, the tongue tiphaf t
recorded signal remains approximately at the same podigoause it is braced against the teeth ridge. In contrasgutput of

the dynamical system is shown without the considerationipping during palatal contact and therefore overshootsdlosure
position at 0 cm. Note the delay of over 100 ms between thetermfecommands for the closing gestures (high targets) and

the onsets of the corresponding closure intervals.

of the final vowel. Figure 4 depicts the closure intervals #manalysis interval (fromy to ;) for the
sequenced nana'nana).

The two-dimensional trajectories of the EMA coils for thggence nana'nana] betweent, andt, are
shown in Fig. 3. It can be seen that the articulators movehiyuglong the same straight lines during the
repeated opening and closing movements. Therefore, themmewt of each articulator in each sequence
was reduced to one dimension by the projection of the twcedsional trajectories on the first principle
component in the data betweé&nandt;. The principal components are drawn as dotted lines in Fig. 3

For sequences with the consonant [m], the one-dimensiaajalctories for the upper lip, the lower lip,
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and the jaw were extracted. For sequences with [n][ghdhe trajectories of the jaw and the tongue tip
or the tongue dorsum were considered, respectively. Thedonensional trajectories of the tongue tip
and the jaw in the sequen¢@ana'nana] are depicted in Fig. 4. For the tongue tip curve, the zere-lin

defines the positions where the closure intervals of the @uargs begin and end.

C. Curve Fitting

The aim of our experiments was to estimate the articulatmsnroands underlying the observed
trajectories for the constrictor and the jaw in each segeene. the commands that minimize the
difference between the observed and model-based tragxtdio find the optimal command parameters,
we used the Nelder-Mead simplex method [33] implementech@ Matlab toolbox version 7.4. This
method finds the minimum of a scalar objective function oesalvariables, starting at an initial estimate.
In the following, the variables and the objective functioiil Wwe described. The initial estimates for the
variables will be discussed later.

In the context of our model, one command per phone and aatmuis assumed. Hence, 16 commands
were required for the eight phones and the two articulatorssicdered in a CVCV'CVCV] sequence.
One additional command per articulator was appended to tlie of each sequence to control its
movement towards the final rest position. Therefore, 18 candsa per sequence had to be specified.
Each command is defined by three parameters: the targetgmpshie time constant, and its onset time.
For 18 commands, this yields 54 parameters. In the expetirmriow, not all of the parameters will be
optimized independently. Instead, groups of two or morapaters, that are assumed to be equal, may
be represented by one variable in the optimization.

The objective function to be minimized during the optimiaatwas designed to represent the dissim-
ilarity between the observed trajectories and the modsétbarajectories of a sequence. It was defined

as

E = J [Z wi(y; — Z7z')2] /sz’ (8)
with
w; =1+ a-v? /v 9)

max’

where i is the sample indexy; the original signaly; the model signalw; the weight signaly; =
(yi — yi—1)/Ts the velocity signalTs = 200 Hz the sampling rate, and,.x the maximum velocity of
the curve under consideration. All samples betwgegand ¢, of the constrictor trajectory and the jaw

trajectory were considered. 1f; would equal 1 for alli, Eq. (8) would become the simple root mean
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square function. However, preliminary investigationseaed that this would underestimate the parts of
the signal with high velocities, especially just before afigr closures. To improve the match of these
signal parts at a slight expense of the match during statjoparts, the weightsy; were introduced.
The factora in Eq. (9) defines the relative importance of position vsoe#y for the match and was set
to a = 5 in our simulations. For constrictor trajectories; was set to zero for all samples within the
closure intervals to exclude them from the optimization.

Figure 4 illustrates the optimization results for the toagip and the jaw trajectories of the utterance
[ nananana]. The optimized target sequences for both articulators eaer as dashed rectangular func-
tions. Observed trajectories are drawn as solid lines, aodeirbased trajectories as dashed lines. The
model-based reproduction of the curves appears to be varg. ddote that during the closure intervals,
the model-based tongue tip positions overshoot the clgdateaus of the original tongue tip trajectories
towards the virtual targets. As discussed before,atieial model-based articulator position is assumed

to be clipped during these intervals.

D. First experiment

Initial optimization experiments indicated that mainlyorfactors determine the quality of curve fitting,
namely, the number of independent variables to be optim@atithe initial estimates for the variables.
Ideally, the number of variables should equal the inheregrees of freedom of the problem. Too many
variables make the optimizer prone to get stuck in a locaimmim of the objective function, and too few
variables can make it impossible to achieve a good soluticail.aWhen all command parameters of a
sequence are optimized simultaneously, the solution glyatepends on the initial estimates. Therefore,
to reduce the number of independent variables, we made Hosviiog assumptions:

« Jaw and constrictor commands for the same phone in a sequtmteat the same time. This
assumption of synchrony is corroborated by the idea thatettzaticulators move as a coordinated
structure [34].

« Each articulator has one common asymptotic target for eacimgme in the same context and for
the same speaking rate. For the sequgmed@anana] at normal speaking rate, for example, we thus
assume that there is one target position for both the tonguend the jaw for all [n], and another
pair of target positions for all [a].

The number of variables optimized for each sequence in thpergment was thus 31 (9 command

onset times + 4 target values + 18 time constants). Besidealibve two assumptions, we considered

requiring the same time constant for the constrictor andathefor the same gesture. However, with this
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(a) Initial estimates for target signals

(c) Target signals after experiment 2

HE

0.75 10 125 15
Time in seconds

Fig. 5. Variation of the target signals for the tongue tip info'nono] after the optimization of 50 initial target signal estiragt

in experiment 1 and experiment 2.

strict constraint, a detailed fit could not be achieved fostreequences. Therefore, the time constants of
all commands were optimized independently. Interestirtfly resulting time constants were nevertheless
strongly correlated between the jaw and the constrictgetar as shown in the next section.

As mentioned above, the result of an optimization with maanfables depends on the initial estimates.
To increase the chance to get close to the optimal solutiemmade 50 optimization runs for each
sequence with varying initial values. Before each run, thetconstants of all commands were set to
random values between 0.01 and 0.02 seconds. The positioangbnant targets was set to a random
number between MAX and MAX+1 cm, where MAX is the highest wabf the corresponding observed
trajectory. Accordingly, the position of vowel targets wset to a random number between MIN and
MIN-1 cm, where MIN is the lowest value of the correspondirigs@rved trajectory. The onsets of the
commands were set randomly betwén .. 100 ms before the midpoints of the corresponding acoustic
segments. Figure 5 (a) illustrates the variation of the 5@etasignals for the tongue tip ifnono'nono]

that served as initial estimates for the optimization.
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Fig. 6. Results for the targets of experiment 1. The box pbisw the targets for the constrictor for closing gesturep (t
row), for opening gestures (middle row), and the differebeséween the targets for opening and closing gestures ofatlie j
(bottom row) for the 10 best optimization runs. The left, died and right columns display the results for sequencel thi¢
consonantgm], [n], and[y], respectively. Two box plots are shown for each consonawel combination next to each other:
one for the normal (left) and one for the slow (right) spegkiate. The gray bars display the common median value of the
constrictor targets (top row), the lowest position in thestdactor trajectory for each CV-combination (middle rovand the
difference between the maxima and minima of the jaw trajgclior each CV-combination (bottom row).

E. Results of first experiment

For all utterances, the optimization results of the 50 ruitk @ifferent initial estimates varied rather
strongly. Figure 5 (b) illustrates the variations in termishe 50 optimized target signals for the sequence
[ nono'nono]. The variation appears somewhat greater than for thelisgigmates in Fig. 5 (a). Especially
in the region around the command for the second opening rgeghere is a great deal of variation of
the command onset times. However, the error between thenausand model-based trajectories was
generally equally low for most of the 50 runs. Hence, with giien degrees of freedom, different sets

of variable values can produce equally good approximatadnthe original trajectories. Therefore, we
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further reduced the number of independent variables inrgrpat 2 described below.

Figure 6 summarizes the results for the targets found in tise dkperiment. For each sequence, the
distribution of three quantities is displayed for the testiresults of the 50 optimization runs: the (virtual)
consonant target of the constrictor, the vowel target ofdbestrictor, and the difference between the
low and high targets for the jaw. Two box plots are shown fartheeonsonant-vowel combination — one

for the normal and one for the slow speaking rate sequence.

0.04
0.035f
0.03 * &
0.025
0.02 |

0.015¢

0.01 |

Constrictor time constant in seconds

=0.83

0.005 ¢

00 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04
Jaw time constant in seconds

Fig. 7. Results for time constants after experiment 1. Fbplabnes in all sequences, the time constant of the cormtrict
command is plotted against the time constant of the correlipg jaw command. Time constants of commands for opening

gestures are displayed as circles and for closing gestsretaes.

An overview of the time constants for the commands found anfttst experiment is given in Fig. 7.
For each phone in each sequence, the constrictor time cistalotted against the jaw time constant. A
regression coefficient of 0.83 confirms that the time constfor both articulators are strongly coupled.
When time constants for opening gestures (circles in Figar) closing gestures (stars in Fig. 7) are
analyzed separately, an interesting trend can be obsefeeccommands for opening gestures, the jaw
time constant is greater than the constrictor time congtari4.2% of the vowels. Hence, the jaw opens
somewhat slower than the constrictor in the majority of sag®mnversely, the jaw time constant is less
than the constrictor time constant for 70.0% of the commdodslosing gestures. This implies that the

jaw moves up somewhat faster than the constrictor in 70.0%heftases.
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Fig. 8. The gray lines show the main movement directionst(firsicipal components) of the trajectories of the consdric
and the jaw for the sequences with the consonant [m] (leff)(rhiddle), and[y] (right) in the midsagittal plane. One gray line
is shown for each vowel in combination with the consonantsbfith the normal and slow speaking rates. The black parts of
the lines range from the minimum to the maximum excursionhef ¢orresponding articulator.

F. Second experiment

The results of the first experiment indicated that some of/éhv@bles considered for optimization were
redundant, because equally detailed model-based appatzims of the observed movement trajectories
could be obtained with quite different sets of command patamvalues. A second experiment was
conducted to test the performance of the model with furteeuced degrees of freedom.

One idea was to set the constrictor targets to the same predgsosition for all sequences with the
same consonant. If our targets were two-dimensional pdintee midsagittal plane, this would mean
to presume the same virtual 2D-target position for the ganst in a consonant independent of vowel
context, stress, and speaking rate [26]. If this were the,dhe linear extensions of the main movement
vectors in consonant-vowel sequences with the same contsand different vowels would cross at this
virtual position in the midsagittal plane. To test this hilpsis, the extended movement vectors (principal
components) of the constrictor and jaw were plotted in Fedifor different context vowels. It is evident
that the lines dmot cross in exactly the same point for either articulator. Hosveespecially for the
tongue tip and the tongue dorsum, the lines cleadgvergein a region above the palate. The constant
one-dimensionatarget positions proposed here would fit quite well in thesavergence regions. For

estimates of the constant target positions, we drew uporethdts of experiment 1. For each constrictor,
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the median value of the consonant targets found in the tendpdignization runs of all corresponding
sequences was taken as the common target. These targairmaite 1.1 cm (above the closure position)
for the lips, 1.3 cm for the tongue tip, and 0.9 cm for the tangorsum. In the top row of Fig. 6, these
values are displayed as gray bars. With a few exceptionsethaues lie between the minima and maxima
of the ten best results found for these targets in experirhent

To further reduce the number of variables, we picked up th@othesis by Lindblom [16], that there
exist asymptotic vowel target positions, which are indefeem of consonantal context and duration. In
line with this hypothesis, we now assumed the same fixed viavgéts for the constrictors independent
of speaking rate. These vowel targets are most likely aeliest a slow speaking rate in stressed
syllables. Therefore, for each consonant-vowel comtonative preset this target to the lowest value
of the constrictor trajectory of the sequence recorded atstbw speaking rate. The positions of these
targets (below the consonantal closure points) are inelichy the gray bars in the second row of Fig. 6.

In line with the above arguments, we also assumed a fixed dsgimpgonsonant target and a fixed
asymptotic vowel target for the jaw movement of each consbwawel combination independent of
speaking rate. These targets were estimated as the maxuinaiaima found in the corresponding jaw
trajectories. The common differences between the high amdjaw targets for the normal and slow
speaking rate are depicted by the gray bars in the bottom Ffdvigo 6.

After defining all targets in all sequences, the only vagahthat remained to be optimized for each
sequence were the time constants of all commands and comnsat times of commands for the same
phone. These are 27 variables (9 command onset times + 18ctim&ants). As in experiment 1, we

made 50 optimization runs with randomized initial valuesssess the variation of the solutions.

G. Results of second experiment

Despite the reduced set of variables, the errors of the tehdmdutions for each sequence were again
very low. Figure 9 shows the error of a representative smufof the 50 runs) for each sequence after
both experiments. The mean relative increase of the eroon fxperiment 1 to 2 over all sequences is
50.3%. This may seem high, but thésoluteincrease of the error is only 0.1 mm. Visually, the match
between the original and reproduced trajectories did rgtiitantly degrade from experiment 1 to 2.

As in experiment 1, the optimized solutions of the 50 runswiifferent initial values for a particular
sequence did not always converge. Figure 5 (c) illustrdtissviariation by means of the optimized target
signals for the sequendeaono'nono]. Here again, the major variations regard the onset timekeof3td

and 4th commands. However, in general, the variations waglar than in the first experiment.
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[__] Error after experiment 1 for normal speaking rate
(1 Error after experiment 2 for normal speaking rate
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B Error after experiment 2 for slow speaking rate

0.08

0.06f

Uaald

[ma] [mﬁ] [me] [mo] [mo] [mg] [mee]

0.08

0.06f

?lﬂﬂﬂﬁ 1

[na] [ne] [ne] [no] [no] [ngz) [nee]

Mean weighted error in centimeters

0.08

0.061

Al

[val [yel [pe] [yo] [wo] [no] [yee]

l\)

Fig. 9. Errors of the representative optimization resufteach sequence after the two experiments. The mean eren aft
experiment 1 over all sequences is 0.024 cm and 0.034 cm efpariment 2. The mean relative increase of the error from

experiment 1 to 2 over all sequences is 50.3%, and the meatusbéncrease of the error is 0.1 mm.

Figure 10 shows results for the sequena@smo'momo], [ nono'nonos], and[ gono'gono] for both normal
and slow speaking rate. As presumed for the second expedrithentargets for the constrictor and jaw
are equal for the normal and slow speaking rate variants df eansonant-vowel combination. Note
also that the commands for the jaw and the constrictor arelsgnized in each sequence as required.
In most cases, the targets are not achieved by the artics|aspecially for the normal speaking rate.

As opposed to the model assumptions, thal movements of the tongue tip, the lower lip, and the
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Fig. 10. Results for the sequencesiomo'momo], [ nono'nono], and[ gogo'gono] at normal and slow speaking rates after the
second experiment. Recorded trajectories are displayesblas curves and the model-based reproductions as dasheescu
The target signals are displayed as dashed rectangulaidos.c

tongue dorsum in Fig. 10 do not always stop during the congahalosure intervals. Especially the
tongue dorsum trajectory durirjgpongo gono] has no distinct closure plateaus. This can be attributeldeto t
positions of the EMA coils on the tongue and the lips relativéhe tongue and lip points that initiate the

closures. When the positions of the observed fleshpointisrdifightly from the fleshpoints that initiate
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Fig. 11. Results for time constants after experiment 2. Hopteones in all sequences, the time constant of the cotmtric
command is plotted against the time constant of the correlipg jaw command. Time constants of commands for opening

gestures are displayed as circles and for closing gestsretaes.

the closures, the former continue to move somewhat aftequcdoonset. Figure 10 indicates that this
positional difference also depends on the speaking rates$ence, the recorded curves show rather the
movement of pointsiear the fleshpoints that initiate the closures, while the cligpstage of the model
refers to trajectories of the latter points. To model theeobsd effect, it would be conceivable to use,
instead of clipping, some sort of “compression” of the madaectories during the closure intervals that
depends on the precise model fleshpoint positions.

Figure 11 plots the time constants of the jaw commands agtiiasime constants of the constrictor
commands. The correlation factor of 0.65 is somewhat leas th experiment 1, but the jaw and
constrictor movements can still be regarded as stronglpleduHowever, the principal difference between
commands for opening and closing gestures observed alieagkperiment 1 is even more pronounced
here. Regarding commands for opening gestures, the timstangs for the jaw are greater than those for
the constrictors in 84.2% of the cases. Hence, the jaw mopiyns somewhat slower than the constrictor.
On the other hand, in commands for closing gestures, thedomstants for the jaw aamallerthan those

for the constrictors in 82.5% of the cases. Therefore, thenjestly closes faster than the constrictor.
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IV. DISCUSSION AND CONCLUSIONS

This article introduces a dynamical model for the reproiuncof articulatory trajectories in repeated
consonant-vowel syllables based on sequential targebaippation, which has the following essential
properties:

« Tenth-order linear systems are used to model the dynamiasticfilators. In comparison to tradi-
tionally used second-order systems, they are better cpailifi reproduce the bell-shaped velocity
profiles of natural directed movements for step functiongnasit. Second-order systems would
require more complicated command specifications to achievesame performance as tenth-order
systems (e.g. [6], [11]).

« The model can reproduce the typical discontinuities in tgecttories of constrictors at the onset
and offset of closures by a clipping mechanism. Togetheh wie concept of virtual targets, the
mechanism proved to be very effective to model both smooth arupt observed articulatory
transitions in a uniform framework. In other attempts to mlodbserved articulatory movements,
this is usually entirely neglected [1], [2], [20], [21].

« The model transfers the system state between adjacentlartiocy commands. This is physically
more plausible than models based on superposition of irepisponses to generate articulatory

trajectories.

In combination, these properties allow the detailed repetidn of movements with less degrees of
freedom in the movement specification than previous modféith the constraints imposed in the second
experiment, only three variables were necessary to cagharérosodic) variations in the trajectories of
the jaw and the constrictor between two phones, namely tharamn onset time and the time constants
of the articulatory commands for both articulators.

With regard to the articulatory commands, we tested themagsans that phoneme targets are invariant
with respect to stress and speaking rate, that constritgets are furthermore invariant to vocalic context,
and that articulatory commands for the constrictor andadhestart synchronously. Our results indicate that
these assumptions do not prevent the detailed reprodustitire observed speech movements. However,
due to the limited corpus used in this study, these findingg n@ be overvalued. Note also that the
invariance of the targets was defined along one-dimensiooaement vectors in the midsagittal plane.
In two-dimensional space, these targets are small regathenrthan points, which is in agreement with
previous findings (e.g. [17]). Furthermore, due to the lgalal nature of the human speech production

system and the one-to-many mapping in the acoustic-aatimyl relationship, the targets must be assumed
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to have a small random component. The fact that a detailed fiheo trajectories could be achieved
irrespective of random variations can be explained by tlopgnty of the model, that small variations of
target values can be compensated by small variations ofirtieedonstants.

This study is the first step in the development of an improveahdjtative control model for our artic-
ulatory speech synthesizer [35]-[37]. The generation t€watory trajectories based on specifications
of articulatory commands presented here is the lowest @vebntrol in this scenario. For text-to-speech
synthesis, higher levels of control are necessary. At adrigdvel, one would for example only specify
the phone sequence, the speaking rate, and the intonatttarrpand use a suitable machine-learning
technique to predict the corresponding low-level commamdmeters. At this stage, it will be important
to also model random variations of command parameters,igs/diniability is a key aspect of speech
production [12]-[14]. At the control level discussed instlairticle, additional work is needed to complete
and validate the model with respect to other classes of spsmmds like plosives, fricatives, and laterals.
Also the examination of articulatory commands in consomdundters is an important open issue.

Besides its benefit for speech production, the proposed maigat also be useful in the field of speech
recognition, where a growing interest for speech produaatmdels emerges [13]-[15]. It was recognized
that speech production knowledge in automatic speech nittmg may alleviate some common problems
of current mainstream HMM-based speech recognizers andesimaproved recognition of spontaneous
speech and greater robustness to noise.

When the proposed model is interpreted in the context of motmtrol theory, the sequences of
commands can be regarded as a motor program. According tdeKanal. [38, p. 659], a motor program
specifies the spatial features of a movement and the forcesred to produce the desired movements.
With respect to our model, the spatial features correspondrgets and the forces are related to the time
constants. In this light, our results reveal an interestlifgrence of the forces acting on the constrictor

and the jaw in opening and closing gestures, as depictedginlHi.
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